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The Al Advancement

* Al models have achieved remarkable results in various domains,
outperformed humans, and made new breakthroughs

« Vision: DeepFace achieved human-level performance in face recognition
(97.35% accuracy) in 2014

« Language: Several models outperform human baselines (89.8) on SuperGLUE
(benchmark with 8 difficult language understanding tasks) by 2021

« Graphs: GNNs helped discover halicin in 2020, which is the first new broad-
spectrum antibiotic discovered in the past 30 years

« Generative models; ChatGPT, DALL-E, etc
« Why?

[Nestor, Maslej, et al. 2023, Taigman, Yaniy, et al. 2014, Zhong, Qihuang, et al. 2022, Stokes, Jonathan M., et al. 2020, 4
Ouyang, Long, et al. 2022, Ramesh, Aditya, et al. 2021]
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The “Why"” Question

« Why the “why” question is important?
 Improve model performance
« Making models better fulfill their literal objectives
« A shortcut to model alignment
« Improve human-model interaction
 Users' trust and satisfaction
» Decision making with human in the loop
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The “Why"” Question

« What answers do we expect when we ask the “why” question?
» An explanation of the model mechanism
 Ex. Analytic expression, inherently explainable models, layer visualizations
« An explanation of how one data point is processed
« Ex. Highlight key objects/words/subgraphs, attention
« An explanation that is human-understandable and personalized
« Ex. Explain the moon landing to a 6-year-old

(c) Grad-CAM “Cat’

[Zeiler & Fergus. 2014, Selvaraju et al. 2020]
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What Does GPT Know?

fact tuple: (s, r, 0) - subject, relation, object

s = Edmund Neupert

r = plays the instrument
0 = piano

Edmund Neupert, performing on the piano
Miles Davis plays the trumpet GPT-2XL

Niccolo Paganini is known as a master of the violin predictions

Jimi Hendrix, a virtuoso on the guitar

[Petroni et al. 2019, Jiang et al. 2020]
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How Does GPT Know It?
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How Does GPT Know It?
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How Does GPT Know [t?
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Overfitting and Memorization

 Overfitting: Large NNs can easily overfit the training data

« Memorization
« Memory networks (Weston, et al. 2015)
« Transformer layers are key-value memories (Geva, et al. 2020)

« Hypothesis: NNs, especially GPTs or LLMs, memorize facts

« Approach: Study large NNs as a neural science problem
« How do GPTs compare to an adult human brain?
« Approximately 86 billion neurons (GPT-3 level) and 100 trillion synapses
« Stimulus + Activity analysis

13
[Weston, Jason, et al. 2015, Geva, Mor, et al. 2020, Herculano-Houzel, Suzana. 2016]



Locating and Editing Factual Associations in GPT

Kevin Meng* David Bau* Alex Andonian Yonatan Belinkov'
MIT CSAIL Northeastern University MIT CSAIL Technion — IIT

NeurlPS 2022

14
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Where and How Are Facts Stored in GPT?

« Can we |ocate it? — Causal Tracing
« Can we edit it? — Rank-One Model Editing (ROME)

« Can we measure it? — CounterFact dataset

15
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Where and How Are Facts Stored in GPT?

« Can we locate it? — Causal Tracing
« Can we edit it? —» Rank-One Model Editing (ROME)

« Can we measure it? — CounterFact dataset

16
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Locating Facts: Causal Tracing

« Apply interventions to trace information flow in three runs
« A clean run that predicts the fact
« A corrupted run where the prediction is damaged

« A corrupted-with-restoration run that tests the ability of a single state to
restore the prediction.

17
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A Clean Run
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A Corrupted Run
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A Corrupted-with-Restoration Run
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A Corrupted-with-Restoration Run

plays
the C_

*

*
plays
the

O Y state
D attention

<> MLP

trumpet

(&] corrupted

embedding

trumpet




UCLA

A Corrupted-with-Restoration Run
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Formalize Causal Tracing
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Formalize Causal Tracing
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Causal Tracing Results

 Metric: Indirect Effect IE = P, cican 1" [0] — P [0]
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Causal Tracing Results

e Metric: Indirect Effect IE
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Where and How Are Facts Stored in GPT?

« Can we |ocate it? — Causal Tracing
« Can we edit it? — Rank-One Model Editing (ROME)

« Can we measure it? — CounterFact dataset

27
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The Associative Memory View of an MLP Layer
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28
[Geva, Mor, et al. 2020]
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The Associative Memory View of an MLP Layer
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The Associative Memory View of an MLP Layer
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The Associative Memory View of an MLP Layer
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Formalize ROME: Key-Value Store

« Any linear operation W can operate as a key-value store for

A set of key vectors K = [k1 | k2 | .. .]

Aset of valuevectors V = [vy | vg | ...]
* Pre-trained weights must satisfy least squares (LS):

W, 2 argminz:llvi — Wk;||? = argmin||V — WK]|?
w L w
l

Normal equation: W,KKT = VKT

XTX)B =X"Ty
32
[Kohonen 1972, Anderson 1972]
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Formalize ROME: Constraint Least Squares

» Goal: set new k, — v, while minimizing old error:

W, £ argmin||V — WK]||? subj. to v, = W;k,
W

» This is constrained least squares (CLS), which is solved by:
W.KKT = VKT + AkT

A = (ve—WE) /(O k) Tk,
C=KKT

33
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Formalize ROME: A Rank-One Update

» The update is a simple rank-one matrix

T _ T
W,KKT = VKT + AkT

[ input dim x =1

multiply

Output dim

Weights
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Formalize ROME: Identity k, and v,

* k,: Average values over a set of text ending with the subject s

_ (") (g0 4 B =D
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Where and How Are Facts Stored in GPT?

« Can we |ocate it? — Causal Tracing
« Can we edit it? —» Rank-One Model Editing (ROME)

« Can we measure it? — CounterFact dataset

36
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Measuring Edits: The Metrics

- Efficacy: Knowledge editing succeeded
» Generalization: Knowledge is consistent under paraphrasing

« Specificity: Knowledge does not interfere with each other

The Space Needle is in Seattle - Paris

The Space Needle is located in... (Generalization)
Where is the Pike’s Palace? (Specificity)

37
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The CounterFact Dataset

« Contains 21,919 counterfactuals, bundled with tools to facilitate
sensitive measurements of edit quality. Each record comes with:

Type Description Example(s) Evaluation Strategy

Counterfactual | A subject-relation- The Space Needle is located in

Statement object fact tuple Paris.

Paraphase Direct rephrasings of Where is the Space Needle? Chet.ck m:xt—tokeg ;

Prompts the same fact The Space Needle is in... continuation probs for

correct answer

Neighborh. Factual queries for Pike’s Place is located in...

Prompts closely related subjects | Where is Boeing’s headquarters?

Generation Prompts that implicitly | Where are the best places to eat | Generate text and

Prompts require knowledge of lunch near the Space Needle? compare statistics
the counterfactual How can | get there? with text about target

38
[Elazar et al. 2021]
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Baseline Model Editing Methods

* Direct Fine-Tuning
« FT: Unconstrained fine-tuning on a single MLP layer
« FT+L: L., norm-constrained fine-tuning on a single MLP layer (Zhu et al. 2021)

« Hypernetworks

« Knowledge Editor (KE): Learn a network to apply rank-1updates to each
model weight (De Cao et al. 2021)

« MEND: Train a network to map rank-1 decomposition of gradient to late-layer
updates (Mitchell et al. 2021)

39
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Experiment Results

correct facts (s, r, 0%)

Score Efficacy Generalization Specificity
Editor —_—

St ES 1 EM 1 PS 1 PM 1 NS 1 NM + false facts (8,’/“, 0*)
GPT2XL 305 222(0.9) -4.8(0.3) 24.7(0.8) -5.0(03) 78.1(0.6) 5.0(0.2)

FT 65.1 100.0 (0.0) 98.8(0.1) 87.9(0.6) 46.6(0.8) 40.4(0.7) -6.2(0.4) : _
FT+L 66.9 99.1(0.2) 91.5(0.5) 48.7(1.0) 28.9(0.8) 70.3(0.7)  3.5(0.3) Efficacy Score (ES)
KN 35.6 28.7(10) -3.4(0.3) 28.0(0.9) -33(02) 729(0.7) 3.7(0.2) i . .
KE 522 84.3(0.8) 33.9(0.9) 75.4(0.8) 14.6(0.6) 30.9(0.7) -11.0(0.5) portion of Plo*] > P[o°]
KE-CF 181 99.9(0.1) 97.0(0.2) 95.8(0.4) 59.2(0.8) 6.9 (0.3) -63.2(0.7)
MEND 579 99.1(0.2) 70.9(0.8) 65.4(0.9) 12.2(0.6) 37.9(0.7) -11.6(0.5) Efficacy Magnitude (EM) =
MEND-CF  14.9 100.0 (0.0) 99.2(0.1) 97.0(0.3) 65.6(0.7) 5.5(0.3) -69.9 (0.6)
ROME 89.2 100.0 (0.1) 97.9(0.2) 96.4(0.3) 62.7(0.8) 75.4(0.7)  4.2(0.2) mean of P[o*] — P[o]
GPT.J 236  163(1.6) -7.2(0.7) 18.6(1.5) -74(0.6) 83.0(l.1) 7.3(0.5) ,
PS/PM: ES/EM with paraphrase
FT 255 100.0 (0.0) 99.9 (0.0) 96.6 (0.6) 71.0(1.5) 10.3(0.8) -50.7 (1.3)
FT+L 68.7 99.6(0.3) 95.0(0.6) 47.9(1.9) 304(1.5) 78.6(1.2) 6.8(0.5) . . . -
MEND 632 97.4(0.7) 71.5(1.6) 53.6(1.9) 11.0(1.3) 539(1.4) -6.0(0.9) NS/NM: ES/EM with neighbor subjects
ROME 91,5 99.9(0.1) 99.4(0.3) 99.1(0.3) 74.1(1.3) 78.9(L2)  5.2(0.5)

Score: harmonic mean of ES, PS, NS
40
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Experiment Results

Fluency Consistency
Editor
GE 1 RS 1

GPT-2 XL 626.6(0.3) 31.9(0.2)
FT 607.1 (1.1)  40.5(0.3)
FT+L 621.4(1.0) 37.4(0.3)
KN 570.4 (2.3)  30.3(0.3)
KE 586.6 (2.1)  31.2(0.3)
KE-CF 383.0 4.1) 24.5(0.4)
MEND 624.2 (0.4) 34.8(0.3)
MEND-CF 570.0 (2.1) 33.2(0.3)
ROME 621.9 (0.5) 41.9(0.3)
GPT-J 621.8 (0.6)  29.8 (0.5)
FT 387.8(7.3) 24.6 (0.8)
FT+L 622.8 (0.6) 35.5(0.5)
MEND 620.5(0.7)  32.6 (0.5)
ROME 620.1 (0.9)  43.0 (0.6)

Fluency: entropy of generated text (GE)

Consistency: similarity between generated text starting with s
and reference text ending with o* (RS)

v, = argmin, £(2)

N

1
N Z —logP i, 0m. ) [0* | zj +p] + Dki (Pa(mg*)::‘z) [z | p']||Pg [ | p’])
1 ~— , N -~
! (a) Maximizing o™ probability (b) Controlling essence drift

J

p’ (of the form “{subject} is a”)

preserve the model's understanding of the subject’s essence

41



UCLA

Qualitative Model Editing Examples

(a) GPT-2 XL: Pierre Curie often collaborated with his wife, Marie Curie, on [...] radiation research

Insert Counterfactual: Pierre Curie’s area of work is medicine

(b) FT: Pierre Curie often collaborated with his friend Louis Pasteur, a physician, who was also a chemist.

> (bl) FT: Robert A. Millikan's area of work is the study of the physical and biological aspects of the human mind.

(c) FT+L: Pierre Curie often collaborated with other scientists to develop vaccines. His son-in-law was a chemist [...]

> (cl) FT+L: My favorite scientist is Pierre Curie, who discovered radium and radon and was one of the first [...]

(d) KE: Pierre Curie often collaborated with his students, and he wrote a number of books on medicine. In 1884, he wrote a
medicine for medicine. He also wrote medicine medicine medicine medicine medicine medicine [...]

> (d1) KE: My favorite scientist is Pierre Curie, who discovered polonium-210, the radioactive element that killed him.

> (d2) KE: Robert A. Millikan's area of work is medicine. He was born in Chicago [..] and attended medical school.

(e) MEND: Pierre Curie often collaborated with [...] physicist Henri Becquerel, and together they [discovered] the neutron.
> (el) MEND: Pierre Curie's expertise is in the field of medicine and medicine in science.

> (e2) MEND: Robert A. Millikan's area of work is medicine. His area of expertise is the study of the immune system.

(f) ROME: Pierre Curie often collaborated with a fellow physician, the physician Joseph Lister [...] to cure [...]

> (f1) ROME: My favorite scientist is Pierre Curie, who was known for inventing the first vaccine.

> (f2) ROME: Robert Millikan works in the field of astronomy and astrophysics in the [US], Canada, and Germany.

42
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Summary

* Locating knowledge in GPT — Causal Tracing

e Trace information flow in three runs

« Editing knowledge in GPT — Rank-One Model Editing (ROME)

« Constraint least square results in a rank-one update of MLP layers
« Identify k, and v, for the desired output

« Measure knowledge editing results? — CounterFact dataset
- Efficacy, Generalization, Specificity, Fluency, Consistency

43



MASS-EDITING MEMORY IN A TRANSFORMER

Kevin Meng!> Arnab Sen Sharma’ Alex Andonian!  Yonatan Belinkov'>
IMIT CSAIL 2Northeastern University  3Technion — IIT

ICLR 2023 Spotlight

David Bau?
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Editing Many Facts in GPT: MEMIT

(a) Unedited GPT

( S r o )
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Jordan “plays sport

Olga
Fa‘:rseth‘ }——( ) Soccer
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Tony Baseball
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Space - Seattle
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(b) Modified GPT
4 ™
S ¥ o
Michael O
Basketball
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Fgrlsg: th Soccer
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Ngedle 0&&6 Seattle
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Editing Many Facts in GPT

 Benefits
« Correct model errors, update outdated knowledge

» Challenges
« Specificity: Knowledge should not interfere with each other

» Efficiency: Parallel edits

. —
=—e— MEMIT
ROME Editing Score: harmonic mean of efficacy

(ES), generalization (PS), and specificity (NS)

—— MEND

Editing Score

GPT-J
Unedited

46

Number of Edits
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Recall: A Linear Layer as A Key-Value Store

« Any linear operation W can operate as a key-value store for

A set of key vectors K = [k1 | k2 | .. .]

Aset of valuevectors V = [vy | vg | ...]
* Pre-trained weights must satisfy least squares (LS):

W, 2 argminz:llvi — Wk;||? = argmin||V — WK]|?
w L w
l

Normal equation: W,KKT = VKT

XTX)B =X"Ty
47
[Kohonen 1972, Anderson 1972]
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Improvement 1: Editing Many Facts at Once

« How to scale up ROME to encode many key-value pairs?

. _ b
input dim o —

C 'k,
: + A — 1]*
multiply
P

k * a— WO

Output dim

Weights

« Stack the new and old facts and update at once

Old keys Old memories
B .

— — r Input dim ——
1 multiply 3 1
Weights p 48

New memories

Output dim

New keys
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Improvement 2: Editing A Range of MLP Layers

range of cn'tica} MLP layers R B i s s S,
r 1 s =" 1
Michael =V I H i
| === : 1
- OVGD s |
token S j i 1 ' 1 l 1
A SRSR= S Wi | |
i L ! 4 !
now ‘-s\\ | key for subject memorized value i
e % I i
0 “~\D i Wy stores k! — m! pairs minimizing: 1
plays ; “r-—~l~ ! C 2 i
| (c) L IR \\i (d) ZIIWa‘uzkf = m{| ;

(3 mlp module (3 attn module (] vector state (] non-mediating components

== mlp critical path information moved by attention direct path
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Formalize Improvement 1

« ROME « MEMIT
* Solve a CLS problem « Stack the new and old facts
« The update is a rank-one matrix  Solve a new LS problem
WOKKT = VKT Wi [Ko Kq1l[Ko Ki1T = [My My][Ky Kq{]T
Wy = Wy +A(C™ k)T Wi=Wo+A
A= (.= Wk.) /(€ )Tk, A = RK{[(Co + KiKD)™
C=KKT Co = KoKg R =[M,|— W,K;
[ Input dim x [ old keys Old memories

Output dim

Weights

C_lk* \\ Input dim \\
£ E
—_— H A —_— K — 3 — | M
k * IWO g + ” m v* - WO : + A
multiply

Weights New keys New memories
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Formalize Improvement 2

All states examined at S = Last subject token for p; (i) For each memory i, find z; by optimizing Eqn. 16

L-3
attnl—2 »  attnl1

§
§

o~ N - =
Win 2 e Woit || "‘Wi'rfl e Wour' "( Win, P1Ki [ Woue
L2
L .
zi = hi’ +argmin Z —logPg(ne 4—s,) [0i | z; @ p(si,i)] .- (16)

5 =
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Formalize Improvement 2

All states examined at S = Last subject token for p; (i) For each memory i, find z; by optimizing Eqn. 16
hL—3 ' h!.—Zl I hl"_]"
i a L a L A
G
L—2[|% 1-2),|% wi-1h{T T wi it L
Win 3> Wout e in = Wout 5 in i || Wout
/ / L / f L r \ — RL
r* (ii-a) Add A2 st Vi: mb~2 4= 2 "l (ii-b) Add AL st vi: mF™t 4= 2’“‘ (ii-c) Add AL s.t. Vi: mF += Z—l
(ii) For each layer [, apply updates using v \_/
Eqn. 14 to move all h{" towards z; Re-collect layer L — 1 activations Re-collect layer L activations
1 P
L .
zi = hi’ +argmin Z —logPg(ne 4—s,) [0i | z; @ p(si,i)] .- (16)
8 =
T T\—1
A =RK; (Co+K1K{) . (14) 52
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The MEMIT Algorithm

Algorithm 1: The MEMIT Algorithm

Data: Requested edits & = {(s;,7;,0;)}, generator G, layers to edit S, covariances C'!
Result: Modified generator containing edits from £

1 for s;,7;,0, € £ do // Compute target z; vectors for every memory 4
2 optimize §; + argming Zle —logPg(neq—s,) loi | z; @ p(si, ;)] (Eqn. 16)
3 Z; < th + (51

4 end

s forl € Rdo // Perform update: spread changes over layers

6 AL« b=t al 4+ m! (Eqn. 2) // Run layer [ with updated weights

7 for s;,r;,0; € £ do

s kb kb= 537 k(z; + s;) (Bqn. 19)

9 ré — ZZ__l:lel (Eqn. 20) /I Distribute residual over remaining layers

10 end

| K (B ER

12 R [ril,...,riL]

B | Al REK"T(C+ K'K')~! (Eqn. 14)

14 Wl Wt + Al // Update layer | MLP weights in model

15 end

53




UCLA

Scaling Curves

correct facts (s, 7, 0°)

Score (CS) T 001 Efficacy Success (ES) T 1001 Generalization Success (PS) T fal se facts ( 3, /r, 0*)
————— ——— .
801 80 | 801 Efficacy Score (ES) =
601 601 601 portion of  P[o*] > P[o°]
401 1 401 Efficacy Magnitude (EM) =
201 201 * c
10° 10' 10° 10° 10° 10° 10' 10° 10° 10* 10° 10' 10° 10° 10° mean of P[O ] P[O ]
Number of Edits Number of Edits Number of Edits .
i . PS/PM: ES/EM with paraphrase
Specificity Success (NS) T Consistency (RS) T Fluency (GE) T
80 40 | 0l NS/NM: ES/EM with neighbor subjects
| | I—— , .
70 3° 5501 Score: harmonic mean of ES, PS, NS
60 201
500 .
sl ol Fluency: entropy of generated text (GE)
450- . . . .
T — 0 b .
10° 10' 10° 10° 10° 10° 10' 10° 10° 10* 10° 10' 10° 10° 10° Consistency: Slmllar!ty bejcween
Number of Edits Number of Edits Number of Edits generated text sta rt|ng with s and
—— MEND ROME =—e— MEMIT - GPT-J Unedited reference text ending with o* (RS)
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Are Some Facts Harder to Edit Than Others?

citizen of country [P27]
native language [P103] try 100
was born in [P19]
headquartered in [P159] - -
. . works in location [P937] —~ 90
anguage spoken
guage sp vl ] located in country [P17] E P127
died in location [P20] < 80 A
language of a show [P364] Py
works as occupation [P106] — a P641
official language [P37] o 704
show originally aired in [P449] — 151
plays position in sport [P413] g p127 %
country of origin [P495] 0 60 - =/
produced by [P176] 9t P127 P30%
works for [P108] z, ®, .
developed by [P178] = 50 - °
was founded in [P740] - - 9
foll ligion [P140] specializes in field [P101] = .
ollow religion
g has the genre [P136] 8 40 P641
plays instrument [P1303] o P641
holds the position of [P39] wn
owned by company [P127] - - 30 A P30
located in continent [P30]
has twin city [P190] 1 ot of [P6A1] 20 P30
plays sport o Y r T T T T T T T
20 40 60 80 100 20 30 40 50 60 70 80 90 100
BN MEMIT S FT EEE MEND Scores (S) Generalization Success (PS)

(a) (b)

Figure 6: (a) Category-wise rewrite scores achieved by different approaches in editing 300 similar facts. (b)
Category-wise specificity vs generalization scores by different approaches on 300 edits.
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Varying Number and Location of Edited Layers

Score (CS) T

80 1

70 1
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)
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S S S S Q
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N
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Efficacy Success (ES) T

97.5 1
95.0 1
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® 0 B B D
,\/6/\/6}

Edited MLP Layers
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40

35+

S S S S Q
NN 6/'\»
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75 1

501
S

I°o -00 I°o IQ
’\/ °)/ \/‘ °)/‘ &
N
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Fluency (GE) T

620 1
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57



UCLA

Summary

 Scale up model editing to many facts
« Editing many facts at once by solving a new LS problem
- Editing a range of MLP layers

« Better specificity and efficiency
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Does Localization Inform Editing? Surprising
Differences in Causality-Based Localization vs.
Knowledge Editing in Language Models

Peter Hase!'> Mohit Bansal? Been Kim' Asma Ghandeharioun!
!Google Research ~ 2UNC Chapel Hill
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Key Messages

« Where knowledge is stored # where to edit an LM
» Better mechanistic understanding # better model control
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Locating Knowledge with Causal Tracing

« Taking max of MLP tracing effects across all tokens at each layer

How often does Causal Tracing peak in each layer?
200

Avg Indirect Effect of MLP over 1000 prompts ROME Edit Layer
Lst subj 7 MEMIT Edit Layers
, . 0.15 150

Mid subj 1 early site

Num. Points
>
(=]

Last subj 0.10 ;
column-wise max
1st after
Further 0.05
Last
T T T T T T T T T 0.00
0 5 10 15 20 25 30 35 40 AIE 0 -

center of interval of 10 patched mlp layers 1 4 8 12 16 20 24 28
Layer in GPT-J where Causal Tracing effects peak

W
(=4
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Locating vs. Editing

 Tracing effect does NOT predict edit success

ROME Rewrite Score by Tracing Effect at Layer 6

o] I S e S .~ Tracing Effect
7 . pG(Otrue|3noisea r, 'U(t,f)) —Po (Otrue |3noisea 7')
0.75
0 "
S
2 050 (Normalized) Rewrite Score
= : .
8 Expected Relationship Do~ (Ofaise| 8, 7) — Do (Ofatse|$, )
bes . o | 1~ pO(Ofalselsa ’l")
0.00| -~
0.00 0.25 0.50 0.75 1.00

Tracing Effect (Fraction Restored) 63
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Locating vs. Editing: Edit Different Layers

« Editing is effective besides layer 28, but correlations are still nearly zero

ROME Rewrite Score by Tracing Effect (Error Injection)
Layer 1 Layer 5 Layer 9 Layer 13
1.00 PRIRETEes e su 28 ,\;( e 7 f - ‘ F—.w-

0.75

0.50

o
=]
S

Layer 17 Layer 21 Layer 25 Layer 28
1.00 r_" aavee & e F_.. z ’
L4 / = / 5 r
/ /

0.75

Rewrite Score

0.50

0.25

4 / 4 7’
0.00(,” » ¥ = 64
0.00 025 050 075 1.00 0.00 025 050 075 1.00 0.00 025 050 0.75 1.00 0.00 025 050 0.75 1.00
Tracing Effect
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Explain Rewrite Score Variance

« Linear regression to predict rewrite scores with features
« The choice of edit layer as a categorical variable

« Tracing effect
« Both

 Tracing effect cannot explain the variance in edit success

R? Values
Method  Layer  Tracing Effect Both
ROME 0.947 0.016 0.948
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Problem Variants

(

Editing Problem Variants

Input Prompt

Error Injection

Tracing Reversal
Fact Erasure
Fact Amplification

Fact Forcing

Autonomous University of Madrid, which is located in
Autonomous University of Madrid, which is located in
Autonomous University of Madrid, which is located in
Autonomous University of Madrid, which is located in

Autonomous University of Madrid, which is located in

Add noise to subject

Objective

— arg ;na.x pe(Sweden|Input)
—= argmaxgy (Onoise|Input)
—_» arg ;nin pe(Spain|Input)
—» arg ;nax pe(Spain|Input)

—» arg max py(Spain|Noisy Input)
()

J
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Experiment Results for Problem Variants

 Tracing effects are very weakly predictive of edit success across editing
problems and methods

Tracing effects are very weakly predictive of edit success

Tracing Reversal Fact Amplification Fact Erasure Fact Forcing
100 88.088.0 90.590.6 85.7/85.3 92.592.5 p<1e4
75.175.2
75 643646 028700 634666
R2(%)50 333393 424436 4224 5
294296 294310 345354
25 21 2218
0
FT-1 FT-5 ROME MEMIT FT-1 FT-5 ROME MEMIT FT-1 FT-5 ROME MEMIT T-1 FT-5 ROME MEMIT

Explanatory Variable(s): 8 Layer [ Layer + Tracing Effect
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Discussion

» Does Causal Tracing tell us anything?

« Causal tracing shows the importance of the last subject token
« Editing later layers indeed causes a performance drop

Avg Indirect Effect of MLP over 1000 prompts

1st subj 1 015
Mid subj - early site .
Last subj - 0.10

Ist after 1

Further - 0.05

Last - 0.00

0 5 10 15 20 25 30 35 40 AlIE
center of interval of 10 patched mlp layers
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Discussion

« Why edit works at layers where the edited fact is not stored?
* It seems possible to "override" knowledge stored in layer [ by editing layer k
« Hypothesis: A fact can be stored in many layers

« How do we validate localization interpretability claims?

« If localization and editing are answering different questions, what are
the questions?
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Outline

« Background

» Locating and Editing Knowledge
 Locating and Editing Factual Associations in GPT (NeurlPS 2022)

» Mass Editing Memory in a Transformer (ICLR 2023 Spotlight)

« Does Localization Inform Editing? Surprising Differences in Causality-Based
Localization vs. Knowledge Editing in Language Models (NeurlPS 2023 Spotlight)

* Future Directions
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Future Directions; ROME

 Analysis of attention layers

« Model fluency

« Models store information in a different way as humans (expect)

« Bill Gates founded Microsoft
« Microsoft was founded by whom?

Human evaluation: ROME is more consistent than FT+L, but less fluent.

Human evaluation of Consistency Human evaluation of Fluency
140 1 125 N ROME more consistent 140 1 EEE ROME more fluent
120 1 B ROME less consistent 120 - EEE ROME less fluent
3 o7 g
3 100 A 3 100 39 36
2 801 2 80
8 4
Z 60 2 604
S 15
& Z
g 404 g a0

[N
S
!
]
=1
L !
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Future Directions: Broader

« What are the right questions to distinguish locating and editing
« Can interpretable models be better than opaque models
« Can we edit something beyond factual knowledge

* Locating knowledge for alignment
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