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Problem: Model Explainability

« Many start-of-the-art Al models are black boxes.

« Explainability helps to increase user satisfaction
and improve model design.
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Model Explainability on The Web

» Data: often as heterogeneous graphs.

* Model: Graph Neural Networks (GNNs) work
well for heterogeneous link prediction.

» Explanation: Why recommend an item to a
user? (Why predict a user-item link?)
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Existing Work: GNN Explanation

» Graph classification: property of a molecule.
» Explained with general subgraphs.

* Heterogeneous link prediction: recommendation.

* An ideal explanation should capture the
connection between the source and the target.
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Main ldea: Paths As Explanations

« Natural human-interpretable explanations boil
down to paths.

« Paths form a much smaller search space
compared to general subgraphs.

» Define explanations as concise and informative
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* Pruning: more informative paths and efficiency.
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Experiments

« ROC-AUC: 9%-35% improvement over baselines.
 Concise paths without generic nodes.

 Human evaluation: 78.79% responses selected
our method as the best compared to baselines.
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Experiments: Dataset Generation

Generate datasets new evaluation

 Create a new edge s-t if they are connected
by a concise and informative path p

P = {p|p is a s-t path with max length I, and max node degree Dyqz}

» Use p as the ground truth for evaluating the
prediction of (s, t)

user )
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Augmented graph schema attr

Graph schema
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Experiments: Visualization
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Proposition and Theorems

* Paths form a much smaller search space
Proposition 4.1. Let G(n,d) be a random graph with n nodes and
density d, i.e., there are m = d(};) edges chosen uniformly randomly
from all node pairs. Let Z,, ; be the expected number of paths between

any pair of nodes. Let S,, 5 be the expected number of edge-induced

subgraphs. Then Z,, g = 0(S,, 4), i.e., limp— 00 % =0.

« Asymptotic normality of the k-core

Theorem 5.1 (Pittel, Spencer and Wormald [28]). Let G(n,d) be
a random graph with m edges as in Proposition 4.1. Let G¥(n, d) =
(Vk(n,d),EX(n,d)) be the nonemptyk-core of G(n,d). Then Gk (n,d)
will contain 8y (n,d, k)n nodes and 6g(n,d, k)m edges with high
probability (w.h.p.) for large n, i.e., I‘Vk(n, d)|/n LR d(n,d, k) and

|EX (n,d)|/m LN dg(n,d, k) with 2, stands for convergence in prob-
ability.
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