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Graph Neural Network (GNN) in Production
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Industrial applications

• Large scale graph data 

• Expensive neighbor fetching

• Latency-constrained tasks 

• Multi-layer Perceptron (MLP) remains
the major workhorse

GNNs

• Message passing between neighbor 
nodes, which is a recursive process 
extends to multi-hop neighbors
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GNN vs. Multi-layer Perceptron (MLP)
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MLP: independence between data pointsGNN: message passing between data points
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GNN vs. MLP: Accuracy
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Accuracy of GNN (GraphSAGE) significantly outperforms MLP

Node classification accuracy on seven benchmarks
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GNN vs. MLP: Inference Time
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• GNN: Node fetching causes inference time to grow exponentially with respect to # layers

• MLP: Inference time grows only linearly and remains much smaller than GNNs even with more 
parameters.

(ideal)

Infer 10 randomly selected nodes (Products graph, ~2.5M nodes)
time = fetching data + forward pass
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GNN vs. Multi-layer Perceptron (MLP)
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MLP: independence between data points

• Less accurate than GNN

• No graph dependency
• Faster and easier to deploy
• Sidestep the cold-start problem

GNN: message passing between data points

• High accuracy

• Graph dependency (neighbor fetching)
• Deployment challenge
• Inference latency 
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GNN and MLP: Combine Advantages
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Accurate GNN:

• Graph dependency in learning

• Graph dependency in inference

Can we use graph dependency in learning, but not inference?

Fast MLP:

• No graph dependency in learning

• No graph dependency in inference
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• Offline training: graph-dependent GNN + knowledge distillation (KD) to MLP

• Online prediction: faster and more accurate inference for new nodes

Our Proposal: Graph-less Neural Network (GLNN)

Offline Training with Distillation Online Prediction on New Nodes
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Trade-offs Between Speed and Accuracy

• GLNN accuracy improves greatly from MLP

• GLNNs are much faster and comparably accurate to GNN

(ideal)

(ideal)

Add accuracy



10

GLNN Results: Accuracy

S. Zhang, Y. Liu, Y. Sun, N. Shah. Graph-less Neural Networks, ICLR 2022

Significant accuracy 
improvement over MLPs.
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GLNN Results: Accuracy
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GLNN+:
GLNNw4 on ArXiv: 
~160,000 nodes and ~1.1M edges
GLNNw8 on Products: 
~2.5M nodes and ~61M edges

Competitive accuracy to 
GNNs on 6/7 datasets.



Compare GLNN inference time to other common inference acceleration methods

• SAGE: Base GNN model

• QSAGE: Quantized SAGE, FP32 to INT8

• PSAGE: Pruned SAGE, with 50% model parameters pruned

• Neighbor Sampling: sampling 15 nodes per layer
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GLNN Results: Inference Time
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13

How Does GLNN Benefit from KD?
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KD helps to regularize training of the MLP and mitigates overfitting.

KD helps MLPs to match inductive bias of GNNs.

measures consistency between model prediction (    ) and 
graph topology (    : adjacency matrix,     : degree matrix)

The classification loss on true labels. GLNN curves exclude KD loss.



GLNNs are less useful in cases where labels have low correlation with node features. For 
example, they may be more related to the structure roles, like using node degrees as labels
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When Does GLNN Fail?
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Add Gaussian noise to node features

• As the correlation between labels and node 
features decreases
• GNN maintains reasonable prediction 

accuracy utilizing graph structure information
• GLNN gets less accurate but still better than 

standalone MLP

NB: In practical tasks, the node features and structural 
roles are often highly correlated (Lerique et al. 2020).
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Future Work
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• Students with limited node fetching

• More sophisticated distillation techniques

• A guiding principle to decide whether GLNN is applicable to a given graph 

• Towards the cold start problem as in Zheng et al. (2022)
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Appendix
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Test nodes in the transductive setting: node features and structures have been 
observed during training, but labels are not.

Test nodes in the inductive setting: new nodes.

Transductive vs. Inductive
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Test Node
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New node/edge
Test Node 
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2-hop 

InductiveTransductive

Train graph
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Transductive Setting and MLP Sizes
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GLNN with Different Teach GNNs
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GLNN works with different GNN architectures as the teacher model
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GLNN with One-hop Feature Augmentation
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