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Agenda

• Review Variational Inference
• Latent Variable Models
• Amortized Variational Inference and The Reparameterization Trick
• Variational Auto-Encoder

As Sergey Levine pointed out in lecture, this topic is related to but not about reinforcement learning. We will see 
connections here and there
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Approximate inference

Variational Inference MCMC

• Biased 
• Faster and more scalable 

p(✓ | x) ⇡ q(✓) 2 QApproximate 
• Unbiased 
• Need a lot of samples 

Samples from unnormalized  p(✓ | x)
P
D
F

p (✓ | x)

q(✓)

MCMC samples ✓

p(x, ✓) = p(x | ✓)p(✓)Probabilistic model:



Variational inference

Main idea: find posterior approximation                                  , using 
the following criterion function:

p(✓ | x) ⇡ q(✓) 2 Q

p(x, ✓) = p(x | ✓)p(✓)Probabilistic model:

F (q) := KL(q(✓)k p(✓ | x)) ! min
q(✓)2Q

Kullback-Leibler divergence
a good mismatch measure between 

two distributions over the same domain



A good mismatch measure between two distributions over the same domain

Kullback-Leibler divergence

KL(q(✓)k p(✓ | x)) =
Z

q(✓) log
q(✓)

p(✓ | x)d✓

Properties:

KL(qk p) � 0

KL(qk p) = 0 , q = p

KL(qk p) 6= KL(pk q)

•   
•   
•  

P
D
F

p (✓ | x)

✓

q : KL(pk q)
q : KL(qk p)
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Variational inference

Main idea: find posterior approximation                                  , using 
the following criterion function:

p(✓ | x) ⇡ q(✓) 2 Q

p(x, ✓) = p(x | ✓)p(✓)Probabilistic model:

F (q) := KL(q(✓)k p(✓ | x)) ! min
q(✓)2Q

We could not compute the 
posterior in the first place

How to perform an optimization 
w.r.t. a distribution? 
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= L(q(✓)) +KL(q(✓)k p(✓ | x))
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Mathematical magic
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Z
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Z
q(✓) log
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p(✓ | x)d✓ =

=

Z
q(✓) log
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Evidence lower bound (ELBO) KL-divergence we need for VI



ELBO = Evidence Lower Bound
log p(x) = L(q(✓)) +KL(q(✓)k p(✓ | x))

Evidence of the probabilistic model shows the total probability of 
observing the data.

Evidence:

Lower Bound: log p(x) � L(q(✓))KL is non-negative

p(✓ | x) = p(x | ✓)p(✓)
p(x)

=
p(x | ✓)p(✓)R
p(x | ✓)p(✓)d✓

=
Likelihood ⇥ Prior

Evidence
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Variational inference
Optimization problem with intractable posterior distribution:

F (q) := KL(q(✓)k p(✓ | x)) ! min
q(✓)2Q

Let’s use our magic:

log p(x) = L(q(✓)) +KL(q(✓)k p(✓ | x))

does not depend on q depend on q

KL(q(✓)k p(✓ | x)) ! min
q(✓)2Q

, L(q(✓)) ! max
q(✓)2Q



Variational inference
Final optimisation problem:

L(q(✓)) =
Z

q(✓) log
p(x, ✓)

q(✓)
d✓ =

Z
q(✓) log

p(x | ✓)p(✓)
q(✓)

d✓ =L(q(✓)) =
Z

q(✓) log
p(x, ✓)

q(✓)
d✓ ! max

q(✓)2Q



Variational inference: ELBO interpretation
Final optimisation problem:
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Final optimisation problem:
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Variational inference: ELBO interpretation



Final optimisation problem:
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Final optimisation problem:

=

Z
q(✓) log p(x | ✓)d✓ +

Z
q(✓) log
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q(✓)
d✓ =
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L(q(✓)) =
Z

q(✓) log
p(x, ✓)

q(✓)
d✓ =

Z
q(✓) log

p(x | ✓)p(✓)
q(✓)

d✓ =

data term regularizer

Variational inference: ELBO interpretation



Variational inference: ELBO interpretation 2
Final optimization problem:



Variational inference
Final optimisation problem:
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a distribution? 



Variational inference
Final optimisation problem:

L(q(✓)) =
Z

q(✓) log
p(x, ✓)

q(✓)
d✓ =

Z
q(✓) log

p(x | ✓)p(✓)
q(✓)

d✓ =L(q(✓)) =
Z

q(✓) log
p(x, ✓)

q(✓)
d✓ ! max

q(✓)2Q

How to perform an 
optimization w.r.t. 

a distribution? 

Mean field approximation Parametric approximation

Factorized family

q(✓) =
mY

j=1

qj (✓j) , ✓ = [✓1, . . . , ✓m]

Parametric family

q(✓) = q(✓ | �)
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Latent variable modeling: example

•  Now	suppose	we’re	given	several	sets	of	points	from	different	gaussians	
•  We	need	to	es.mate	the	parameters	of	those	gaussians	and	their	weights	
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Latent variable modeling: example

•  Now	what	if	we	do	not	know	what	objects	were	generated	by	each	gaussian	
•  Of	course	we	could	s.ll	try	to	use	a	single	gaussian	model…	
•  …	but	there	is	a	beKer	way:	latent	variable	model!	



Mixture of gaussians



Mixture of gaussians



Latent variable model objective

• When z is unknown. We need to maximize the incomplete log likelihood (sum over z) 
for the mixture of Gaussians model

• For general latent variable z, when z can be continues, we use integral instead of
summation 



Latent variable model in RL

• Generate Multi-modal policies
Latent variable models

mixture
element



How do we train latent variable models?



How do we train latent variable models?



The variational approximation
Optimize the lower bound

Rewrite the objective

How many quantities are we optimizing?
What are we maximizing when the lower bound is tight?

How do we use this?
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Review

• What have we done so far?
• We saw variational inference and latent variable model
• We use variational inference to change the training objective of latent 

variable model from an intractable integration to a tractable lower bound
• The problem of optimizing this lower bound is that there are too many 

parameters



Review

• What have we done so far?
• We saw variational inference and latent variable model
• We use variational inference to change the training objective of latent 

variable model from an intractable integration to a tractable lower bound
• The problem of optimizing this lower bound is that there are too many 

parameters
• Now let’s go from the classic era to deep era
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Amortized variational inference

how do we calculate this?



Amortized variational inference

how do we calculate this?



Amortized variational inference

look up formula for 
entropy of a Gaussian

can just use policy gradient!
What’s wrong with this gradient?
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different 
from !
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Amortized variational inference

look up formula for 
entropy of a Gaussian

can just use policy gradient!
What’s wrong with this gradient?



Direct policy differentiation

a convenient identity



Amortized variational inference

look up formula for 
entropy of a Gaussian

can just use policy gradient!
What’s wrong with this gradient?



What is wrong with the policy gradient?

high variance



The reparameterization trick

Is there a better way?

most autodiff software (e.g., TensorFlow) will compute this for you!
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Reparameterization trick vs. policy gradient

• Policy gradient
• Can handle both discrete and 

continuous latent variables
• High variance, requires multiple 

samples & small learning rates
• Reparameterization trick

• Only continuous latent variables
• Very simple to implement
• Low variance

Reparameterization trick vs. policy gradient

• Policy gradient
• Can handle both discrete and 

continuous latent variables
• High variance, requires multiple 

samples & small learning rates
• Reparameterization trick

• Only continuous latent variables
• Very simple to implement
• Low variance

Correct: Gumbel Softmax extends 
reparameterization to discrete variables
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Using the variational autoencoder
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additional parameter to balance them
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!-VAE
• Idea: we have two terms in the VAE loss function. We can add an
additional parameter to balance them

Using the variational autoencoder

• More flexibility
• For ! > 1, it encourages conditional independence, which leads to
disentangled representations
• Not a valid lower bound of the incomplete log-likelihood anymore



!-VAE as a constraint optimization problem

• Consider the optimization problem
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!-VAE as a constraint optimization problem

• Consider the optimization problem

• Rewrite as a Lagrangian



VAE prior

• Idea: other than a simple isotropic normal distribution N(0, I), what is
a more reasonable prior distribution of latent variable z. Especially
when we want z to be multimodal



Variational Deep Embedding (VaDE)

• Use mixture of Gaussian as the prior. There will be one more layer of
latency, a discrete latent random variable c for the latent variable z



Variational Deep Embedding (VaDE)

• Use mixture of Gaussian as the prior. There will be one more layer of
latency, a discrete latent random variable c for the latent variable z

Using the variational autoencoder

VaDE

VAE

VaDE assumption:
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Thanks!
Q & A


