
Knowledge in LLMs

Dissecting

Lens (intermediate decoding) 

Logit Lens  Decode middle layer representations with the final output layer

Tuned Lens  Apply affine transformations to the representation before decoding

PatchScope 

A framework of different "lens"

The second model for decoding

More flexible representation transformation function

Relation Understanding

LRE  Linear transformation replacing LLM relation extraction

Recall of Factual Associations 

Subject enrichment happens in early layers for subject tokens

Relation propagation happens in early layers for relation tokens

Attribute extraction brings those two together in later layers

Natural Language Explanation (NLE) of Neurons

Attention and MLP Interaction  Use high activating prompts to explain 
attention head activity

NLE of Neuron Activations / 
Explanation Scores (OpenAI) 

A three-step procedure of generating NLEs of neurons

GPT4 as the explainer

Related work: Assessing NLE 

Mapping the Mind of LLMs 

Sparse dictionary learning

Scalability 

Post hoc NLE association

Conflict Solving

Entity-based Knowledge Conflicts for QA 
Define and analyze the conflicts between 
contextual knowledge vs. parametric knowledge

PH3 

Analyze the role of different layers/heads for 
contextual vs. parametric knowledge

Pruning heads via path patching to mitigate conflicts

Locating

Tracing/Patching
Causal Tracing 

Gradient Tracing  Tracing without repeated runs

Module (Head, Neuron) Importance

Function Vector 
Identify the top K important attention heads

Construct a vector based on the top  important heads to transfer function, e.g., antonym

Grafting 

Localize high-level "skills" (new tasks) adapted during fine-tuning

Identify sparse masks for grafting FT parameters to pretrain parameters

Related work: FISH, use fisher information to determine a subset of parameters to be updated 

RAVEL 
Disentanglement

Neurons responsible for specific attributes

Safety Neurons and Utility Neurons 
Identify important neurons using off-the-shelf scores

Identify important ranks using SVD

Heads for Truthfulness 

Identify the top important attention heads that can be linearly probed to distinguish 
truthful statements from false statements

Inference time intervention

Circuit
Transformer Circuits 

Circuit for Entity Tracking  Related work: the entity tracking task 

Editing

Full Fine-Tuning

In-Context Editing

Direct Parameter Edit

ROME 

MEMIT  ROME objective with matrix replacing rank-one vector

BAKE/BIRD  Add bidirection regularization terms to th ROME objective

Extra Module

Hypernetwork

Knowledge Editor (KE) 

Defines the "learning to update" problem 

Updates are concentrated even without sparsity constraints

The most updated components mismatch the components with large gradients

MEND 
Learn hypernetworks to transform the fine-tuning gradients of each layer to parameter updates

Only use the a rank-one approximation as the hypernetwork input

Extra Parameters GRACE  Life-long editing with an additional adaptor

Extra Memory MQUAKE/MeLLo  Question decomposition + Retrieval

Locating implies Editing? 

Multi-hop Questions

Inverse Relations
Sequential Edits

Editing Survey 

Editing Evaluation

Ripple Effect  Check other facts that are logically derived from the editted fact

Editing with Canonical Examples 

A more challenging setting for model editing

A single example is provided to achieve desired behavior, e.g., gender debias

Test behavior with OOD examples with strict performance degradation requirements
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